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ABSTRACT

To index multi-dimensional data, space-filling curves (SFCs) have been used to map the data to one dimension, and then a one-dimensional indexing method such as the B-tree is used to index the mapped data. The existing SFCs all adopt a single mapping scheme for the whole data space. However, a single mapping scheme often does not perform well on all the data space. In this paper, we propose a new type of SFC called piecewise SFCs, which adopts different mapping schemes for different data subspaces. Specifically, we propose a data structure called Bit Merging tree (BMTree), which can generate data subspaces and their SFCs simultaneously and achieve desirable properties of the SFC for the whole data space. Furthermore, we develop a reinforcement learning based solution to build the BMTree, aiming to achieve excellent query performance. Extensive experiments show that our proposed method outperforms existing SFCs in terms of query performance.
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1 INTRODUCTION

A space-filling curve (SFC) is a way to map a multi-dimensional data point \( x \) to a value \( v \), which can be represented by a mapping function \( T: x \mapsto v \). It has been widely used for multi-dimensional indexing, and the idea is to first map multi-dimensional data points to values (which are one-dimensional) and then use those indexing methods that have been developed for one-dimensional data, such as conventional B-Tree [1] and recent learned indexes [4, 5, 14, 22], to index the mapped values. This has been exploited both in the literature [7, 8, 16, 39, 47, 51, 53] and by various database systems such as PostgreSQL [29], Amazon DynamoDB [44], Apache HBase [30], etc.

There are extensive studies on designing SFCs, such as the Z-curve [32-34], C-curve [11], and Hilbert curve [11, 12, 25, 26]. The Z-curve, for example, adopts a mapping scheme called bit interleaving [41], which first converts the dimensions of input data to bit strings (e.g., in Figure 1, it converts data point \( x = (2, 3) \) into its corresponding binary strings with 2 bits for each dimension: \( (10_2, 11_2) \)). The bit interleaving then merges bits alternatively from different bit strings to form an SFC value (in Figure 1, the bit interleaving adopts the XXXY merging scheme, which merges the bit strings XX and YY to the SFC value XXXY, e.g., mapping \( x \) to \( 1101_2 \)).

However, one common problem is that each type of SFC has its own fixed mapping scheme/function, which cannot be adjusted to fit with different datasets. The choice of an SFC for a dataset will significantly affect the query performance, and no single SFC can dominate the performance on all datasets and query workloads. To design a new SFC to fit with the data and query workload properties, QUILTS [31] extends bit interleaving by considering other ways of merging bit strings (e.g., instead of merging bits following XXXY, we can merge bits by following XXXY or XXXY to generate different SFC values, as described in Figure 1). Each pattern of merging bits is called a bit merging pattern (BMP), and each BMP can describe a different SFC (refer to Section 2 for details). QUILTS evaluates all the candidate SFCs described by BMPs based on a given workload and data, and selects the optimal one using heuristic methods. Figure 2 illustrates the high-level idea of QUILTS, where it selects a curve that corresponds to the Z-curve from a set of candidate SFCs, based on a query workload and data.

QUILTS makes the first attempt to utilize data and query workload property to select an optimal SFC. However, like other SFCs, QUILTS applies a single BMP for the entire data space. Optimal SFCs may differ for different data subspaces. For example in Figure 2, Z-curve works best for queries with \( 2 \times 2 \) blue rectangles, while C-curve is optimal for the query with a \( 1 \times 4 \) yellow rectangle.
No single SFC can achieve the best performance for both types of queries. Another issue of QUILTS is that it does not provide an effective way of generating and evaluating candidate SFCs. The heuristic rules used by QUILTS are designed for very specific types of window queries (e.g., with a fixed area) and do not fit with general query processing scenarios where a workload includes more than one query type (with different areas or aspect ratios). For example, a heuristic rule used by QUILTS assumes that grid cells intersecting with a query should be continuous in the SFC order, which may not hold for queries with different aspect ratios (which are explained in Section 3.1).

To address the limitation of an SFC with a single BMP, i.e., a single mapping scheme, our idea is to design different BMPs for different subspaces based on the data and query workload property, aiming to optimize the query performance. The SFC designed according to our idea will comprise multiple BMPs, each corresponding to a subspace, and we call the resulting SFC a piecewise SFC. Figure 2 illustrates an example of piecewise SFCs, where we choose Z-curve for the left half subspace and C-curve for the right half subspace, thus achieving the optimal performance for both blue and yellow query rectangles (which needs 12 cell scans).

Figure 2: Comparison between QUILTS and a piecewise SFC example, where the green cells are scanned (14 for QUILTS and 12 for the piecewise SFC) for queries in the blue and yellow dashed rectangles.

To design piecewise SFCs, we address the following three challenges. First, it is a new and open problem of how to design effective BMPs for different subspaces. We propose a novel idea of seamlessly integrating the subspace partitioning and BMP generation. We develop the Bit Merging Tree (BMTree) to recursively generate both subspaces and the corresponding BMPs. In the BMTree, (1) each node represents a bit from one selected dimension for BMPs, and its value (0 or 1) plays the roles of partitioning data at the node into two child nodes, and (2) each leaf node represents a subspace, and the sequence of bit string from the root to the leaf node represents the BMP for the subspace.

Second, the piecewise SFC design makes it challenging to guarantee two desirable properties of the overall mapping function: monotonicity [17] and injection. Monotonicity is a desirable property for designing window query algorithms. Intuitively, monotonicity property will guarantee that the SFC values of data points in a query rectangle fall in the range of the SFC values formed by two boundary points of the query rectangle. Combining different SFCs for different subspaces to obtain a final SFC for the whole space may lead to the risk of breaking the monotonicity property. Similarly, it may also lead to the injection violation, i.e., the mapping function may not return a unique mapped value for each input. We construct the BMTree in a principled way such that the two desired properties are guaranteed (details can be found in Section 3.3).

Third, to address the limitation of heuristic algorithms in the SFC design, we propose to model building the BMTree as a Markov decision process (MDP) [38], aiming to develop data driven solutions to designing suitable BMPs for different subspaces. Specifically, we define the states, actions, and rewards signals of the MDP framework to build the BMTree such that the piecewise SFCs modeled by the BMTree can optimize the query processing performance. We leverage the reinforcement learning technique, Monte Carlo Tree Search (MCTS) [3], to learn a performance-aware policy and avoid local optimal. To improve the performance, we design a greedy action selection algorithm for the MCTS algorithm. Moreover, to improve the training efficiency, we define a metric called ScanRange as a proxy of the query processing performance (e.g., query latency and I/O cost) and use ScanRange for defining the reward signals.

In summary, we conclude our main contributions as follows:
(1) We propose the idea of piecewise SFCs for designing SFCs, which allows to design different BMPs for different subspaces by considering the data and query workload property. To the best of our knowledge, the idea is new in the literature.
(2) To design piecewise SFCs, we propose the BMTree to partition the data space into subspaces and generate a BMP for each subspace. We prove that the piecewise SFC represented by a BMTree satisfies two properties, namely injection and monotonicity, which are important for designing query processing algorithms.
(3) To build the BMTree, we develop an RL based solution by modeling BMP design as a decision making process, and design a MCTS based BMTree construction algorithm. We design a greedy based action selection algorithm to guide MCTS. We also develop the ScanRange metric to efficiently measure the window query performance on an SFC, which speeds up the reward computing during the learning procedure. To the best of our knowledge, this is among the first learning based approaches for designing an SFC.
(4) We integrate our learned SFCs into the classic database index B+ Tree in PostgreSQL, and compare with baseline SFCs on the querying performance under PostgreSQL. We also apply our learned SFCs to a learned spatial index RSMI [39]. Experimental results under both settings consistently show our method outperforms the baselines in terms of the query performance.

2 PROBLEM STATEMENT & PRELIMINARIES
2.1 Problem Definition
Let $D$ denote a database, where each data point $x \in D$ has $n$ dimensions, denoted by $x = (d_1, d_2, \ldots, d_n)$. For the ease of understanding, we consider a 2-dimensional data point $x = (x, y)$, and can be easily extended to $n$ dimensions. $x$ can be converted to bit strings as: $x = (x_1 \cdots x_m, y_1 \cdots y_m)$, where each $x_i, y_j$ ($1 \leq i, j \leq m$) are 0 or 1 (i.e., $x_i, y_j \in \{0, 1\}$) and $m$ is the length of bit string, which is dependent on cardinality of dimension $x$ and $y$. Take $x = (4, 5)$ for example, it can be converted to $x = (100_2, 101_2)$. In previous studies on SFC based multidimensional indexes [1, 41, 43],
values of data points are typically mapped to fine-grained grid cells for discretization. SFC maps \( x \) into a scalar value \( v \) (called SFC value) with a mapping function \( T(x) \rightarrow v \). An SFC value \( v \) can be used as the key value of data \( x \) to determine the order of \( x \) in \( D \).

**Problem 1 (SFC Design).** Given a database \( D \) and a query workload \( Q \), we aim to develop a mapping function \( T \), which maps each data point \( x \in D \) into an SFC value \( v \), s.t. with an index structure (e.g., B+ Tree) built on the SFC values of data points in \( D \), the query performance (e.g., I/O cost and querying time) on \( Q \) is optimized.

Apart from database \( D \), the SFC problem takes as input (1) a query workload \( Q \) and (2) an index structure. We follow the previous work [31, 39] and generate window query workloads with three different distributions, including uniform (UNI), Gaussian (GAU), and skew (SKE) distributions. We adopt B+ Tree and RSMI [21], which represent classic and learning-based index structures, respectively.

### 2.2 Preliminaries on SFC

We present two desired properties for a mapping function \( T = \text{injection} \) and \( \text{monotonicity} \). We then describe the curve design methods in the Z-curve and Quilts, which also satisfy these properties.

**Injection.** An SFC design is expected to satisfy the property named injection, which guarantees a unique mapping from \( x \) to \( v \).

**Definition 2.1 (Injection).** Given a function \( T : x \rightarrow v \), \( T \) is injective if \( x \) maps to a unique value \( v \), s.t. \( \forall x_1 \neq x_2, T(x_1) \neq T(x_2) \).

The injection property is desirable for an index to narrow the search space for better query performance. Consider an extreme situation where all data points map to the same value. Then an index based on the SFC values cannot narrow the search space for a query.

**Monotonicity.** The monotonicity [17] is defined as follows.

**Definition 2.2 (Monotonicity).** Given two \( n \)-dimensional data points (denoted as \( x' \) and \( x'' \)), whose SFC values are denoted as \( T(x') \) and \( T(x'') \). When a mapping function \( T \) holds monotonicity, if \( d_1^i \geq d_2^i \) for any \( i \in [1, n] \), it always has \( T(x') \geq T(x'') \).

Maintaining monotonicity is a desirable property for mapping data points to SFC values as explained below. Given a 2-dimensional window query represented by its minimum (bottom-left corner) and maximum (top-right corner) points (i.e., \( q_{\text{min}} = (x_{\text{min}}, y_{\text{min}}) \) and \( q_{\text{max}} = (x_{\text{max}}, y_{\text{max}}) \)). Let \( \mathcal{P} = \{(x, y) \mid x_{\text{min}} \leq x \leq x_{\text{max}}, y_{\text{min}} \leq y \leq y_{\text{max}} \} \) denote the query results bounded by the query window. If the monotonicity property holds, the result points in \( \mathcal{P} \) are within the range bounded by the SFC values of \( q_{\text{min}} \) and \( q_{\text{max}} \). This is because for any data point \( p \in \mathcal{P} \), whose SFC value \( T(p) \) always holds that \( T(q_{\text{min}}) \leq T(p) \leq T(q_{\text{max}}) \). The property is desirable since it enables us to design simple and efficient algorithms for processing a window query by checking data points whose SFC values are within the bounded range only; Otherwise, the algorithm does not work. For example, the Hilbert curve and its variants [11, 25, 26] do not satisfy the monotonicity property, which makes it hard to identify the scanning range for a window query in the space of their SFC values and requires maintaining additional structure to design more complicated algorithms [15].

**Computing SFC values in Z-curve [32–34] and Quilts [31].** Both Z-curve and Quilts guarantee the injection and monotonicity properties. Figure 1 exemplifies how the SFC and Quilts map a data point \( x \) to a scalar SFC value \( v \). The curve design in the Z-curve and Quilts are presented as follows.

The SFC value of \( x \) in the Z-curve is computed via bit interleaving, which generates a binary number consisting of bits (0 or 1) filled alternatively from each dimension’s bit string. The Z-curve value of a 2-dimensional data point \( x \) is computed by function \( T_z \):

\[
T_z(x) = (x_1y_1x_2y_2 \ldots x_my_m)_2
\]

It assumes that all dimensions have the same bit string length, and the zero-padding technique is usually applied to fit the length equally by padding zeros at the head of each bit string.

**Definition 2.3 (Bit Merging Pattern).** A bit merging pattern (BMP) is a string \( P \) of length \( 2m \) over the alphabet \( \{X, Y\} \) s.t. it contains exactly \( m \)’s and \( m \)’s. Given a \( P = p_1p_2 \ldots p_{2m} \), the SFC described by \( P \) is defined as follows. We set

\[
T_P(x) = (b_1b_2 \ldots b_{2m})_2
\]

according to the following rule: (1) Since \( P \) contains exactly \( m \)'s and \( m \)'s, we let \( i = \{i_1, \ldots, i_m\} \) be the list of ordered indices such that \( p_{i_1} = X \). Then we set \( b_{i_1} = x_1 \) for \( 1 \leq i \leq m \). (2) Similarly, for the value of \( y \), we consider \( j = \{j_1, \ldots, j_m\} \) where \( p_{j_1} = Y \), and assign \( b_{j_1} \) the bit value of \( y \). For example, given the BMP \( P = XXXY \), the value of data point \( x \) computed by \( T_P \) is \( T_P(x) = (x_1x_2y_1y_2)_2 \). Notice that both \( x \) and \( y \) are subsequences of \( T_P(x) \).

SFCs represented with different BMPs form an SFCs set. Quilts considers this set and selects the optimal SFC evaluated on a given query workload as the output curve. We prove the monotonicity property of SFCs with BMPs, which guarantees the monotonicity property of our method in Section 3.5.

**Lemma 2.4 (Monotonicity of SFCs with BMPs).** An SFC with a BMP achieves the monotonicity property.

**Proof.** The detailed proof is given in [19].

### 3 Proposed Solution

#### 3.1 Motivations and Challenges

**Motivation 1: Piecewise SFC design.** Quilts and earlier SFCs based on BMPs only use one BMP to compute SFC values for all data points, which may not perform well for query processing.

**Example 3.1.** Figure 3 shows a 4 \times 4 grid space, where the green and yellow dashed rectangles represent two window queries \( Q_1 \) (horizontal) and \( Q_2 \) (vertical), respectively. The red lines represent the ordering of grid cells w.r.t. three SFCs. Take SFC-1 for example, whose \( P_1 = XXXY \) and the computed value for input \( x = ((x_1x_2)_2, (y_1y_2)_2) \) is \( T_{P_1}(x) = (x_1y_1x_2y_2)_2 \). Note that in SFC-1, \( x_1 \) is put as the first bit in the combined bit string, and thus any
data point with $x_1 = 0$ (which resides in the left half of Figure 3 (a)) will have a smaller mapped value than any data point with $x_1 = 1$ (which resides in the right half of Figure 3(a)). We label the grid ids based on the mapped values of grid cells computed by the SFC curves. As discussed in Section 3.2, a typical algorithm first locates the grid ids on the minimum (bottom-left corner) and the maximum (top-right corner) points of a query window.

Different SFCs will result in accesses of different grid cells for answering the two window queries $Q_1$ and $Q_2$. (1) With SFC-1, to answer query $Q_1$, we scan the range from the minimum point (grid 7) to the maximum point (grid 8), resulting in 2 grid scans. For $Q_2$, the grid ids for the minimum and maximum points are 13 and 15, respectively. Hence we need 3 grid scans ranging from grid 13 to 15. (2) With SFC-2 ($P_2 = \text{XYXY}$), we need 3 grid scans (from grid 6 to 8) for $Q_1$ and 2 grid scans (from grid 13 to 14) for $Q_2$.

In the example, SFC-1 performs better for $Q_1$ while SFC-2 is better for $Q_2$. A natural idea is whether we can combine the advantages from the two BMPs of SFC-1 and SFC-2, i.e., we use XYXY to organize the data at the left hand side and XYXY to organize the data at the right hand side. The design will result in a piecewise SFC, shown as SFC-3 in Figure 3(c). With SFC-3, we need 2 grid scans for both $Q_1$ and $Q_2$, where the scanning ranges for $Q_1$ and $Q_2$ are from grid 7 to 8 (similar to SFC-1), and grid 13 to 14 (similar to SFC-2).

This example motivates the need of designing a piecewise SFC.

![Figure 3: Motivation for piecewise SFC, SFC-1 is described by the BMP XYXY while SFC-2 by XYXY. In contrast, SFC-3 (ours) is described by two BMPs: left by XYXY and right by XYXY, where the green shade highlights the scanned grids.](image)

**Motivation 2: Learning based method for SFC design.** Classic SFCs (Z-curve, Hilbert curve, etc.) are based on a single scheme and fail to utilize database instance to design the SFC. In contrast, QUILTS proposes to utilize the given database and query workload to evaluate and select an SFC from an SFC set in which each SFC is described by a BMP. However, QUILTS does not directly evaluate SFC w.r.t. query performance but uses heuristic rules to generate candidate SFCs. The heuristic rules will select BMPs such that the resulted grid cells intersecting with a query would be continuous in the curve order, which achieves fewer grid scans. These heuristics only work for query workload containing limited types of window queries (e.g., with the same aspect ratio), and are not effective under general situations (where more than one query type with different aspect ratios and region areas exist). Due to these limitations, it calls for more principled solutions to utilize database and query workload for generating and selecting an SFC, and learning-based methods would be promising for the purpose.

**Challenges.** Piecewise SFC design brings up three main challenges as discussed in Introduction. (1) How to partition the space and design an effective BMP for each subspace? The piecewise SFC design needs to consider both space partitioning and BMP generation. (2) How to design piecewise SFCs such that two desirable properties, monotonicity and injection, hold? Combining different SFCs for different subspaces to obtain a piecewise SFC for the whole space may lead to the risk of breaking the properties. For instance, two data points with distinct BMPs in a piecewise SFC may end up with identical SFC values. (3) How to design a data-driven approach to build the BMTree, given a database and query workload?

### 3.2 Solution Overview

**Bit Merging Tree (BMTree) for Piecewise SFC Design.** To address the first challenge, we propose a novel way of seamlessly integrating the subspace partitioning and BMP generation by building the BMTree, a binary tree models a piecewise SFC. Each node of BMTree is filled with a bit from a dimension. The filled bit partitions the space into two subspaces corresponding to two child nodes. The left branch is the subspace where data points have a bit value of 0 and the right branch with 1. The BMTree partitions the whole data space into subspaces, each corresponding to a leaf node with its BMP being the concatenated bit sequence from the root to the leaf node. We present the BMTree structure in Section 3.3.

Furthermore, the BMTree mechanism guarantees that the generated piecewise SFC satisfies the two properties, which addresses the second challenge. We prove the piecewise SFC represented by a BMTree satisfies both monotonicity and injection in Section 3.5.

**RL-based Algorithm for Constructing a BMTree.** To address the third challenge, we design a learning-based method that learns from data and query to build the BMTree. We model the building of BMTree as a Markov decision process [38]. The process of building a BMTree comprises a sequence of actions to select bits for tree nodes with a top-down order. To learn effective policy for building the BMTree, we propose a new approach to integrating a greedy policy into the Monte Carlo Tree Search (MCTS) framework [3]. Specifically, we develop a greedy policy that is used to select an action to fill a bit for each node to build a tree. For each node, the greedy policy chooses the bit that achieves the most significant reward among all the candidate bits. Afterwards, we apply the greedy policy as a guidance policy and use MCTS to optimize the BMTree with the objective of providing good query performance and avoiding local optimum. We present the proposed solution in Section 3.4 and the time complexity analysis in Section 3.5.

### 3.3 Bit Merging Tree (BMTree)

We proceed to present how to develop a piecewise SFC, modeled by Bit Merging Tree (BMTree), which is a binary tree.

**Designing a BMP.** To design a BMP $P$, we need to decide which character ($X$ or $Y$ in the two-dimensional case) is filled in each position of $P$. A left-to-right design procedure decides the filling characters in the order from $p_1$ to $p_{2mn}$. The key to the BMP design is to have a policy deciding which dimension ($X$ or $Y$) to fill into each position of $P$.

**Designing piecewise SFC with multiple BMPs.** We next discuss piecewise SFC design. As discussed in Section 3.1, one challenge of
designing a piecewise SFC is how to tackle two subtasks that are mixed together, namely subspace partitioning and BMP design for each subspace. It is also challenging to guarantee that the piecewise SFC comprising different BMPs for different subspaces still satisfies both injection and monotonicity properties. To address the challenges, we propose a novel solution to simultaneously generating the subspaces and designing BMPs for subspaces.

We follow the left-to-right BMP design, and start with an empty string P. For example, if we fill X in the first position of P, bit x1 will be filled to b1 position of P. Then the whole data space is partitioned into two subspaces w.r.t. the value of bit x1, where one subspace corresponds to x1 = 0 and the other corresponds to x1 = 1. This partitioning enables us to separately design different BMPs for the two subspaces. Note that the BMPs for each subspace will share X as the first character, but can have distinct filling choices for the next 2m − 1 characters. By recursively repeating this operation, we fill in the subsequent characters for each BMP for each subspace, thus generating multiple subspaces each with a different BMP. An elegant perspective of our idea is that we integrate the subspace partitioning and BMP generation seamlessly.

**Example 3.2.** An example of piecewise SFC is given in Figure 4a, where dimension x and y are bit strings of length 2. First, X is selected, and then the whole space is partitioned w.r.t. the value of bit x1 into two subspaces where subspace S1 corresponds to x1 = 0 and x1 = 1 is for subspace S2. Next, we separately design BMPs for S1 and S2, where all BMPs under S1 share the first bit x1 = 0 and BMPs under S2 share the first bit x1 = 1. We generate two example BMPs: P1 = XXXY for S1 and P2 = XXXY for S2. Finally, we get a piecewise SFC that comprises T0, T1 and T2, T3. This piecewise SFC represents the function: $T(x) = \begin{cases} (x_1 x_2 y_1 y_2) & \text{if } x_1 = 0 \\ (x_1 x_2 y_1 y_2) & \text{if } x_1 = 1 \end{cases}$.

Therefore, if a data point a is located in S1, we will apply T1 to compute SFC value; otherwise, if data b is in S2, T2 is applied.

To facilitate the process of designing piecewise SFCs, we propose the Bit Merging Tree (BMTree) structure, which is used to simultaneously partition the space and generate BMPs. Figure 4b shows the corresponding BMTree for the example piecewise SFC in Figure 4a. Since the example piecewise SFC is developed with only 2 BMPs, the left subroot of the root node shares P1 while the right subtree shares P2. Next, we present the BMTree.
method named Monte Carlo Tree Search (MCTS). Unlike traditional algorithms such as greedy or A∗, MCTS is an RL approach that demonstrates superior exploration-exploitation balance, mitigating the issue of local optimum. MCTS is well-suited for our problem, and offers stable performance without extensive parameter tuning, compared with other RL algorithms such as PPO [42].

Figure 5 shows the workflow of the MCTS based BMTree construction framework. We define one action that RL takes to be a series of bits that fill a level of nodes in the BMTree, and the nodes of the next level are then generated. The action size exponentially grows with the node number. It becomes difficult for RL to learn a good policy with an enormous action space size. To address this, we design a greedy action selection algorithm, which helps to guide MCTS to search for good actions. Moreover, we design a metric named ScanRange to speed up reward computing.

**BMTree construction as Decision Process.** We proceed to illustrate how we model the BMTree construction as a MDP in detail, including states, actions, transitions and reward design.

- **States.** Each partially constructed BMTree structure \( T \) is represented by a state to map each tree with its corresponding query performance. The state of a BMTree is represented with the bits filled to different levels, denoted by \( T \) for unfilled nodes in \( D \), the \( T \) denotes whether to split the subspace of one tree node. If the policy decides to split the subspace of one tree node, it will generate two child nodes based on the filled bits. During the construction, the policy will assign bits to all \( N \) nodes. The action is represented as \( A = \{ a_1, \ldots, a_k \} \), where \( a_i \) denotes the bit for filling node \( n_i \). The action space size is \( 2^n N \) where \( n \) is the dimension number, and the factor of 2 comes from the decision of whether to split the subspace.

- **Actions.** Consider a partially constructed BMTree \( T \) that currently has \( N \) nodes to be filled. We define the actions as filling bits to these nodes. We aim to learn a policy that decides which bit to be filled for each node. Furthermore, the policy also decides if the BMTree will split the subspace of one tree node. If the policy decides to split, the tree node will generate two child nodes based on the filled bit, and the action is denoted as \( A \) with an underline; Otherwise, the tree node only generates one child node, which corresponds to the same subspace as its parent, the action is denoted as \( b \) during the construction, the policy will assign bits to all \( N \) nodes. The action is represented as \( A = \{ a_1, \ldots, a_k \} \), where \( a_i \) denotes the bit for filling node \( n_i \). The action space size is \( 2^n N \) where \( n \) is the dimension number, and the factor of 2 comes from the decision of whether to split the subspace.

- **Transitions.** With the selected action \( A \) for unfilled nodes in \( T \), the framework will construct \( T \) based on \( A \). The transition is from the current partially constructed BMTree \( T \) to the newly constructed tree \( T' \), denoted as \( T' \leftarrow Transition(T, A) \). In our framework, we start from an empty tree, and construct the BMTree level by level during the decision process. Each time the action generated by the policy will fill one level of BMTree nodes (starting from level 1) and generate nodes one level deeper.

- **Rewards Design.** After \( T \) is transited into \( T' \), we design the reward that reflects the querying performance of \( T' \) to evaluate the goodness of action \( A \). One might consider executing queries using the corresponding BMTree to see how well the SFC helps to decrease the I/O cost. However, it is time-consuming. To this end, we propose a metric named ScanRange (SR), which reflects the performance of executing a window query and can be computed efficiently. We construct the reward based on the \( SR \) of \( T' \).

**Computing Rewards Efficiently.** \( SR \) is calculated as follow. Given a BMTree \( T \), we randomly sample data points from \( D \) with a sampling rate \( r_s \). Then, the sampled data points are sorted according to their SFC values. To compute SFC values on a partially constructed BMTree, we apply a policy extended from the Z-curve to the unfilled portions of the BMP in each subspace. Sorted data points are then evenly partitioned into \( \frac{|D|}{\min(|D|)} \) blocks, where \( |B| \) denotes \# of points per block. For a given window query \( q \) represented by its minimum point \( q_{\min} \) and maximum point \( q_{\max} \), we first calculate the SFC value of the minimum (resp. maximum) point as \( q_{\min} = T_r(q_{\min}) \) (resp. \( q_{\max} = T_r(q_{\max}) \)). Then, the blocks that \( q_{\min} \) and \( q_{\max} \) fall into are denoted as \( ID_{\min} \) and \( ID_{\max} \). We calculate the SR of \( g \) given \( T \) and \( D \) as \( SR_T(q, D) \). The calculation of \( SR \) is much cheaper than executing queries.

We develop a reward generator based on the defined \( SR \). We take the performance of the Z-curve as a baseline. Given the dataset \( D \) and a query workload \( Q \). The generator sorts the data points based on their SFC values, and compute the reward as:

\[
Rew = \sum_{q \in Q} (SR_T(q, D) - SR_T(q, D))
\]

Intuitively, the reward is positive if the BMTree constructed by the policy achieves a lower SR than the Z-curve. This aligns with our objective to minimize the \( SR \). We normalize the reward by dividing the reward of the Z-curve.

**Example 3.3.** We give an example of how the decision process works in Figure 5. The partially constructed BMTree is represented with the bits filled to different levels, denoted by \( T = \{(1 : X), (2 : XY)\} \) where each tuple is the bits filled to the corresponding BMTree level. The learned policy selects the action \( A = XYYX \). The next
level of the BMTree is constructed based on \( A \). The reward signal is computed based on the performance of the one level deeper constructed BMTree. The BMtree will continue to be input for building the next level.

We proceed to present the proposed MCTS framework, including a BMTree \( T \) under construction, a policy tree that keeps updating, and a reward generator that generates the reward based on \( T \).

**Policy Tree.** MCTS [3, 54] is a model-based RL method. The high-level idea of MCTS is to search in a tree structure, where each node of the tree structure denotes a state. Given the current state, the objective of MCTS is to find the optimal child node (i.e., the next state) that potentially achieves an optimal reward. The tree structure is named *policy tree* [54], and we define it as follows:

**Definition 3.4 (Policy Tree).** The policy tree is to model the environment. Each node of the policy tree corresponds to a state (or a partially constructed BMTree). Moreover, every node stores: (1) a reward value that reflects the goodness for choosing the node. The root node of the policy tree corresponds to an empty BMTree, and each path of the policy tree from the root node to the leaf node corresponds to a decision procedure of constructing a BMTree.

**Rollouts.** To choose an action, MCTS first checks the reward that different action choices can achieve. To achieve this, MCTS will make several attempts in which it simulates several paths in the policy tree and then checks if the attempted path results in a good performance. MCTS then updates the policy tree based on the simulations, named *rollout*. A rollout consists of four phases: (1) selection, which selects the attempted path corresponding to a BMTree construction procedure, (2) expansion, which adds the unobserved state node to the policy tree, (3) simulation, which tests the selection’s performance, and (4) backpropagation, which updates the reward value. We proceed to present our design of the four steps.

1. Selection. The selection step aims to select a path in the policy tree that potentially achieves good performance. Starting from the current state \( S_t \) with the initialized path: \( \text{Path} = \{ S_t \} \), we first check if all child nodes have been observed in the previous rollouts. If there are unobserved nodes, we choose one of them and add it to the path. Otherwise, we apply the Upper Confidence bounds applied to Trees (UCT) action selection algorithm [13] to select a child node, which balances the exploration and exploitation. Specifically, UCT selects the child node with the maximum value

\[
u_{\text{uct}} = \frac{V_t}{\text{num}(S_{t+1})} + C \sqrt{\frac{\ln \text{num}(S_t)}{\text{num}(S_{t+1})}}, \quad S_{t+1} = \text{Transition}(S_t, A),
\]

where \( V_t \) is the reward value of the child node \( S_{t+1} \) transited from \( S_t \) by action \( A \); \( \text{num}(S_{t+1}) \) and \( \text{num}(S_t) \) denote the times of observing node \( S_{t+1} \) and node \( S_t \) during rollouts; \( C \) is a factor defaulted as 1. The selected node \( S_{t+1} \) is then added to the path: \( \text{Path} = \{ S_t \rightarrow S_{t+1} \} \). The selection step continues until the last node of Path is an unobserved node. It then returns the Path for the next step.

2. Expansion. In the expansion step, the unobserved nodes in Path are added to the policy tree. The times of observing each node \( S_t \) in Path, denoted by \( \text{num}(S_t) \), is recorded for the UCT algorithm.

3. Simulation. We simulate the performance of the selected Path by constructing the BMTree based on the actions stored in the nodes of the path. The constructed BMTree is then input to the reward generator to compute the ScanRange metric.

4. Backpropagation. In this step, we update the value of each node in Path. We apply the maximum value update rule, which updates the value of a state \( S_t \) with the maximum reward it could gain from simulation, computed by \( V' = \max(V_t, \text{Rew}) \), where \( V_t \) is the old value of state \( S_t \), \text{Rew} is the reward gained during the simulation and \( V'_t \) is the updated value.

**Example 3.5.** In the example of MCTS rollout in Figure 5, State \( S_3 \) corresponds to the input partially constructed BMTree. During the rollouts, we select path \( (S_3 \rightarrow S_6 \rightarrow S_{10}) \) in the selection step. It then expands the new observed state \( S_8 \) to the policy tree in the expansion step. We construct the BMTree based on the selected path and compute ScanRange. In the backpropagation step, the values of \( S_3, S_6, \) and \( S_{10} \) are then updated whose values are in red color, based on the ScanRange computed in \( S_{10} \).

After the rollouts procedure, the algorithm selects the action with the highest reward value, and BMTree \( T \) is then constructed correspondingly. In the example, \( S_6 \) is selected with the largest value \( V'_6 \) compared with other child nodes. It then returns the action \( XYYX \) as the action to build the BMTree one level deeper.

**Greedy Action Selection.** We design the greedy action selection (GAS) algorithm for the selection step in rollouts, which is to help MCTS find potential good action for a partially constructed BMTree. Given \( T \) with \( N \) nodes to be filled, GAS generates an action \( A_g \) by greedily assigning a bit to each BMTree node which achieves the minimum ScanRange compared with other bits when \( T \) is filled with that bit. The algorithm is given in Algorithm 2.

In GAS, we first initialize an empty action list \( A_g \) and invoke function \( \text{Node2Fill}(T) \) to extract all unfilled nodes from \( T \) (lines 1–2). Then we select a bit for each node (lines 3–7). In each iteration, we invoke function \( \text{ExtractBits} \) to extract all bits that can be used to fill a node Node. Then we select the best bit \( b \) that minimizes ScanRange (line 5), construct the BMTree with the selected bit (line 6), and append the selected bit \( b \) to \( A_g \) (line 7). During the selection step, if the state \( S_4 \) transited by the greedy selected action \( A_g \) has never been observed, MCTS will select \( S_4 \) and add it to the path.

**Algorithm 2: Greedy Action Selection (GAS)**

```
input : a BMTree T, a reward generator Env;
output : Generated action \( A_g \) for \( T \);

1. Initial empty action list \( A_g = \{ \} \);
2. \( \text{Nodes} \leftarrow \text{Node2Fill}(T) \);
3. \text{for} Node \in \text{Nodes} \text{do}
4. \quad \text{Bits} = \text{ExtractBits}(\text{Node});
5. \quad \text{b} = \text{argmax}(\text{SR}(T, b, \text{Env}), b \in \text{Bits});
6. \quad T \leftarrow \text{Construct}(T, b);
7. \quad A_g.\text{append}(b) ;
8. \text{end}
9. return \( A_g \);
```

**MCTS based BMTree construction algorithm.** Algorithm 3 outlines the MCTS-based BMTree construction algorithm. It initializes an empty BMTree (line 1) and a policy tree (line 2). Then it constructs a reward generator based on \( D \) and \( Q \) (lines 3–4). It then constructs the BMTree level by level (lines 5–15). It does rollouts...
We discuss two cases in terms of the paths of which indicates that with only one output. Then, we prove no two different inputs will be included in the optimization objective as part of the workload.

**Algorithm 3: MCTS based BMTree constructing algorithm**

```
input : A n-dimensional dataset D and a training workload Q;
output : Trained BMTree T;
1. Reset an empty BMTree T’;
2. Initial the policy tree with an root state node;
3. \( D_i = \text{sample}(D); \)
4. Construct Env based on \( D_i \) and Q;
5. for depth from 0 to M do
   6. for rollout from 0 to RO do
      7. Path = Selection(T’);
      8. Expansion(Path);
      9. Rew = Simulation(T’, Path, Env);
      10. Backpropagation(Path, Rew);
   end
   11. A = choose(T’);
   12. \( T’ \leftarrow \text{Action}(T’, A); \)
   13. \( T \leftarrow T’ \) if \( T’ \) performs better than \( T \); otherwise break;
end
16. return T
```

3.5 Analysis and Discussion

**Injection Analysis.** To prove the injection property of BMTree, we consider a 2-step proof. First, we prove BMTree maps an input with only one output. Then, we prove no two different inputs will have the same SFC value.

**Proof.** (1) Given an input \( x \), the BMTree computes \( T_i(x) \) by traversing a path from the root node to a leaf node. Based on the observation, each \( x \) only have one path, which corresponds to one BMP and corresponding one value. (2) Given two inputs \( x, x’ \), two conditions should be considered. i) If \( x, x’ \) share the same path, which indicates that \( x, x’ \) share the same BMP. We notice that each BMP stored in the BMTree itself is injective. Thus, \( x \) and \( x’ \) have the same value if and only if \( x = x’ \); ii) if \( x \) and \( x’ \) have distinct paths, which indicates that \( x \) and \( x’ \) are associated with different BMPs in \( T \). Based on the BMTree, we know that paths traversed by \( x \) and \( x’ \) share the first several nodes (at least the root node) until they branch at a specific node. Then one route to the left child node and the other to the right. Let \( d \) denote the depth of the branch node. Then, \( P \) is used to compute \( T_i(x) \) and \( P’ \) for \( T_i(x’) \) share the same first \( d \) bits, while \( T_i(x) \) has a different bit value as \( T_i(x’) \) at the \( d^{th} \) bit, i.e., 0 for one and 1 for the other one. Based on that, \( T_i(x) \neq T_i(x’) \) is confirmed and thus guarantees the injection.

**Monotonicity Analysis.** Given \( x \) and \( x’ \) satisfying \( d_i \geq d_j \) for each dimension \( 1 \leq i \leq n \) and a BMTree \( T \), we prove that \( T_i(x) \geq T_i(x’) \). We discuss two cases in terms of the paths of \( x \) and \( x’ \), i.e., whether they share the same path on the BMTree or not.

**Time Complexity Analysis.** We provide time complexities for SFC value computation and MCTS-based BMTree construction. The time complexity for computing the SFC value of \( x \) using the constructed BMTree is \( O(M) \), where \( M \) is the length of \( T_i(x) \). This complexity is comparable to other SFCs described by BMPs.

For BMTree construction, the complexity of Algorithm 3 is \( O(M \cdot (N + |D_i| \cdot (M + \log |D_i|) + |Q|)) \), where \( N \) is the child node size of the policy tree, \( |D_i| \) and \( |Q| \) correspond to the size of sampled data and query workload. It takes at most \( M \) actions to construct BMTree. In each step of choosing an action, the selection step is bounded by child node size \( O(N) \); the simulation time corresponds to the computation of ScanRange, which takes \( O(M \cdot |D_i|) \) for SFC value computing, \( O(|D_i| \cdot \log |D_i|) \) to sort data, and \( O(|Q|) \) to compute ScanRange for each query.

**Handling updates.** In the presence of insertion, the BMTree can still be applied as the mapping function to compute SFC values for new data points. In the experiment, we observe that the query performance on indexes built on the SFC values from the BMTree is insensitive to moderate shifts in data and query distribution. However, in the case of a sharp change in query distribution, a retraining of the BMTree is recommended to maintain its performance.

**Optimizing other queries.** This paper focuses on optimizing window queries. However, other queries, e.g., kNN queries, can also be included in the optimization objective as part of the workload. We will empirically evaluate if window queries and kNN queries can be optimized together.

4 EVALUATION

The experiment aims to evaluate: (1) proposed piecewise SFC method vs. existing SFCs when applied for SFC-based indexes vs. other indexes, (2) BMTree under different settings (e.g., varying data, query size, distribution shift, dimensionality, aspect ratio), (3) components of BMTree by evaluating different BMTree variants, and (4) suitability of ScanRange (SR) as an I/O replacement.

4.1 Experimental Setup

**Datasets.** We conduct experiments on both synthetic and two real datasets. For synthetic datasets, we generate data points in the 2-dimensional data space with a granularity size of \( 2^{20} \times 2^{20} \), which
follow either uniform distribution (denoted as UNI) or Gaussian distribution (denoted as GAU). Real data OSM-US contains about 100 millions of spatial objects in the U.S. extracted from OpenStreetMap API [28], and TIGER [27] contains 2.3 millions of water areas in north America cleaned by SpatialHadoop [6].

**Query workload.** We follow [31, 39] to generate query workloads. We generate different types of window queries, and each type of queries has a fixed area selected out of \[2^{20}, 2^{32}, 2^{34}\] and a fixed aspect ratio selected out of \([4, 1, 1/4]\); Each workloads comprises multiple types of queries, which have different combinations of areas and ratios. In addition, we generate query with different distributions by following work like [5, 39], including the uniform distribution (denoted as UNI) and the Gaussian distribution (denoted as GAU). We also generate the skewed workload (denoted as SKE), in which queries follow Gaussian distributions with different \(\mu\) values.

**Index structures.** To evaluate the performance of the proposed piecewise SFC compared with the existing SFCs, we integrate piecewise SFC and baseline SFCs into both traditional indexes and learned index structures. First, we integrate piecewise SFC (and baseline SFCs) into the PostgreSQL database system and a built-in B+ Tree variant in PostgreSQL is employed with SFC values as key values. Second, we use a learned spatial index, RSMI [21], to compare the performance of piecewise SFC and baseline SFCs when they are used in RSMI. Here, the B+ Tree of PostgreSQL is a disk based index and the released implementation of RSMI [21] is memory based. We choose to compare the performance of piecewise SFC under different scenarios. We also combine BMTree into ZM [47], another SFC-based learned index, to further demonstrate BMTree’s applicability.

**SFC Baselines.** We choose the following SFC methods as our baselines. (1) Z-curve [25, 43]; (2) Hilbert Curve [26]; (3) QUILTS [31].

**Evaluation metrics.** For experiments conducted with PostgreSQL, we use the I/O cost (I/O) recorded by PostgreSQL system and Query Latency (QL). For experiments under RSMI, we report the node access number of its tree structure and QL for a fair comparison by following [9, 21].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>GAU UNI OSM-US TIGER</td>
</tr>
<tr>
<td>Query</td>
<td>GAU SKE UNI</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>0.01 0.025 0.05 0.075 0.1</td>
</tr>
<tr>
<td># Training (Q)</td>
<td>100 500 1000 1500 2000</td>
</tr>
<tr>
<td>Max depth</td>
<td>1 5 10 15 20</td>
</tr>
</tbody>
</table>

**Parameter settings.** Table 1 lists the parameters used in our experiments, and the default settings are in bold. We set the rollout number in MCTS at 10 by default. The max depth is the depth of BMTree built via the RL model; the sampling rate (0.05 by default) is the rate of sampling training data for computing the ScanRange.

**Evaluation platform.** We train the BMTree with PyTorch 1.9, Python 3.8. The experiments are conducted on an 80-cores server with an Intel(R) Xeon(R) Gold 6248 CPU@2.50GHz 64.0GB RAM, no GPU resource is leveraged to train the model.

4.2 Experimental Results

4.2.1 Effectiveness study. This experiment is to compare the effectiveness of the learned piecewise SFC in query processing with other SFCs under both PostgreSQL and RSMI environments. We also compare optimized SFC-based index with other indexes. For each experiment, we use 1000 windows queries, which are randomly generated by following respective distributions for training, and another 2000 different window queries for evaluation, which are generated by following the same distribution.

**Results on PostgreSQL.** Figure 6a and Figure 6b show the I/O and QL on window queries. To ensure PostgreSQL conducts index scan during querying, both the bitmapscan and seqscan in PostgreSQL are disabled. We do not include the Hilbert curve for this experiment since the Hilbert curve requires additional structure and dedicated algorithm for returning accurate results for window queries, and PostgreSQL does not support them for the Hilbert curve.

We observe the proposed BMTree consistently outperforms the baselines in all the combinations of data and query distributions in terms of both I/O and QL. Between the two baselines, QUILTS performs worse for SKE workload and performs similarly as the Z-curve for UNI workload and GAU workload. This is because our query workload contains queries with different aspect ratios (e.g., 4 and 1/4), rather than queries with similar aspect ratio as it is used in QUILTS [31]. QUILTS can only choose queries with a particular aspect ratio to optimize, and thus results in poor performance for queries with different aspect ratios. BMTree outperforms Z-curve by 5.2%–39.1% (resp. 7.7%–59.8%, 6.3%–29.8% and 25.1%–77.8%) in terms of I/O on UNI (resp. GAU, OSM-US and TIGER) dataset across different types of workloads. The results in terms of QL are consistent with those of I/O. BMTree’s superior performance is because (1) BMTree is able to generate piecewise SFCs to handle distinct query distribution, and (2) BMTree is equipped with effective learning technique to generate BMPs and subspaces. We notice that under the UNI workload BMTree outperforms Z-curve by 25.1% on TIGER while it only outperforms Z-curve slightly on the other three datasets. This is as expected: Under a uniform query workload, BMTree can only make use of data distribution, but not query distribution, to optimize the performance; TIGER is very skewed and BMTree can capture the skewed data feature of TIGER.

**Results on RSMI.** The original RSMI [39] uses the Hilbert curve, and we include it as a baseline for this experiment as RSMI returns approximate results for all curves. All the curves achieve comparable recall (99.5% or above) using RSMI’s algorithms for window queries. Figures 7a and 7b show the node access number and QL for all the curves using RSMSI. We observe that BMTree consistently outperforms all the baselines. For example, BMTree outperforms the Z-curve by 18.2%–29.0% (resp. 13.7%–28.4%, 13.5%–26.5%, and 2.8%–25.3%) in terms of node access number on UNI (resp. GAU, OSM-US, and TIGER) dataset. We also observe that the Hilbert curve achieves similar performance with BMTree on GAU dataset, which could be attributed to its good toleration to the skewness [49].

**Comparing with other indexes.** We compare the performance of two SFC-based indexes, RSMI and ZM, with baseline indexes including (1) two R-tree variants: STR [18] and R* Tree [2]; and (2) two partition-based methods: Grid-File and Quad-Tree. For RSMI and ZM, we consider both its original version and its combination with BMTree. We adopt the same setting (in memory, and with the same node size) for all indexes for a fair comparison. Figure 8 reports the results of QL. We observe that the original ZM (called “ZM”) performs comparably with STR and R* Tree and outperforms Grid-File
and Quad-Tree for most of the cases. The ZM with BMTree (called "ZM+BMTree") outperforms the R-tree variants and partition-based methods in most cases, especially under the SKE workload. Each generated BMTree has at most 1024 paths decided by the trained RL agent when we set the Max Depth at 10 during training. Therefore, although the piecewise SFC is optimized for window queries, the performance of the kNN query is not compromised.

### Optimizing window query and kNN query.
We evaluate the performance when window queries and kNN queries are optimized together. To optimize our BMTree method for kNN queries, we convert kNN queries into window queries by following [39] and include them in the training workload. We then vary the weight of the objective based on kNN queries relative to window queries from 0% to 100% during training. Figure 10a reports the window query I/O and Figure 10b reports the kNN query I/O. We observe that as the weight increases, the window query I/O tends to increase while the kNN query I/O tends to decrease. We also observe that when weight is between 25% and 75%, the performance of the window query only mildly degrades, while the performance of kNN query is better than that based on Z-curve. The results show the potential of our method to optimize two types of queries together.

### Table 2: Analysis on the generated BMTree.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>UNI</th>
<th>SKE</th>
<th>GAU</th>
<th>OSM-US</th>
<th>TIGER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload</td>
<td>UNI</td>
<td>SKE</td>
<td>GAU</td>
<td>OSM-US</td>
<td>TIGER</td>
</tr>
<tr>
<td>#P</td>
<td>47</td>
<td>26</td>
<td>39</td>
<td>28</td>
<td>51</td>
</tr>
<tr>
<td>top-1 %</td>
<td>6.2</td>
<td>17.2</td>
<td>6.2</td>
<td>17.2</td>
<td>12.1</td>
</tr>
<tr>
<td>top-10 %</td>
<td>37.5</td>
<td>73.4</td>
<td>44.7</td>
<td>73.4</td>
<td>77.9</td>
</tr>
<tr>
<td>Z-curve (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T-curve (%)</td>
<td>0</td>
<td>0</td>
<td>2.0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4.2.2 Understanding piecewise SFCs. To understand the piecewise SFCs and their effectiveness, we perform the following analysis.

**Analysis of generated BMTree.** Each generated BMTree has at most 1024 paths decided by the trained RL agent when we set the Max Depth at 10 during training. Therefore, each BMTree encodes at most 1024 distinct BMPs. However, multiple paths may share the same BMP. Table 2 shows the number of distinct BMPs (#P). It also shows the percentage of the data that the top-k BMPs cover (top-k
%D, we consider top-1 and top10. We also report the percentage of two typical patterns, Z-curve and C-curve, among the BMPs in the BMTree. We observe: (1) For each dataset, the number of patterns (#P) in BMTree varies significantly across the different workloads. Usually no single pattern can dominate the data space. (2) The Z-curve(%) and C-curve(%) take a small portion among the returned BMPs in BMTree. (3) On the SKE workload, our algorithm tends to generate more distinct BMPs for different subspaces on UNI, GAU, and US-OSM datasets, while no single BMP dominates.

**Effectiveness of the piecewise design.** To evaluate the effectiveness of our piecewise design, we vary the split depth from 0 to 10. When it is 0, MCTS returns a single BMP, but not a piecewise SFC. Table 3 gives the result under default settings. We observe that a single BMP performs much worse than piecewise SFCs, and ScanRange further drops when the splitting granularity of subspaces increases, i.e., more piecewise BMPs are generated.

<table>
<thead>
<tr>
<th>Split depth</th>
<th>0</th>
<th>2</th>
<th>5</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScanRange</td>
<td>939.6</td>
<td>562.3</td>
<td>524.6</td>
<td>520.7</td>
<td>519.1</td>
</tr>
<tr>
<td>Training Time (min)</td>
<td>16.3</td>
<td>21.3</td>
<td>35.7</td>
<td>105.4</td>
<td>133.9</td>
</tr>
</tbody>
</table>

### 4.2.3 Varying settings

We evaluate BMTree’s performance under various settings: dataset/query size, distribution shifting, dimensionality, and window aspect ratio.

**Figure 11: Performance vs dataset size.**

**Scalability of learned SFCs.** To evaluate the scalability of BMTree, we evaluate the performance of the SFCs by varying data size from 0.1 to 150 million. We construct the BMTree based on the 1 million data, and the others follow the default settings. The result is shown in Figure 11. We observe that the BMTree displays a linear trend for the I/O and QL when data size increases. We observe similar trends for baselines.

**Effect of varying query aspect ratio and selectivity.** (1) We evaluate the performance of BMTree by varying query aspect ratios from [4, \frac{1}{2}] to [128, \frac{1}{256}]. (2) We vary query selectivity from 0.0001% to 1% and observe that the improvement of BMTree is subtle under very small query range. See the details in [19].

**Effect of max depth.** We evaluate the effect of the max depth parameter which is the depth of BMTree that are built using RL. We vary the max depth from 1 to 20. The result shows that as the max depth increases, \( SR \) drops and then tends to be stable after 10. Due to the space limit, the detailed results can be found in [19].

### 4.2.4 Evaluating BMTree variants

We analyze four BMTree variants: BMTree-Data Driven (with dataset only), BMTree-noGAS (no GAS algorithm included), BMTree-greedy (pure greedy), and BMTree-LMT (with limited BMPs). Results are in Figure 15.

(1) **BMTree-DD.** We evaluate the performance of BMTree when query workload is not available. We generate training queries for BMTree by following the dataset’s distribution. In Figure 15, we observe that BMTree-DD performs comparably with BMTree on the UNI workloads for all datasets. However, on the SKE workload, BMTree performs much better in general. (2) **BMTree-noGAS.** We evaluate the effectiveness of GAS algorithm. We observe a performance drop compared with the MCTS using GAS and this demonstrates the usefulness of GAS. (3) **BMTree-greedy.** We apply GAS...
We observe that MCTS with GAS outperforms both BMTree-noGAS and BMTree-greedy. This indicates a synergistic improvement of MCTS over GAS. (4) BMTree-LMT. To evaluate the superiority of considering all BMPs, we designed a baseline BMTree in which only Z-curve and C-curve are allowed to be assigned to the subspaces, denoted as BMTree-LMT. We observe a significant improvement of BMTree over using Z-curve and C-curve alone, which demonstrates the necessity of considering all BMPs.

4.2.5 Effectiveness of SR. We propose SR to replace the actual I/O for training, aiming to accelerate the training. We report that computing SR is 20× faster than executing queries under PostgreSQL and 100× faster than RSMI since RSMI needs to train before executing queries, demonstrating the efficiency advantage of SR. We then evaluate if the SR metric is consistent with query performance of different indexes. Table 4 shows the results of SR with the SKE query workload and UNI (or GAU) data. We report the corresponding I/O cost (I0B) under PostgreSQL as well as node access number (NA_R) under RSMI. We observe that the SR value is consistent with I0B and NA_R, showing that optimizing SR is a good replacement for I0B and NA_R in optimizing BMTree.

<table>
<thead>
<tr>
<th>Metric</th>
<th>I0B</th>
<th>NA_R</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-curve</td>
<td>453.9</td>
<td>154.0</td>
<td>1020</td>
</tr>
<tr>
<td>Hilbert</td>
<td>/</td>
<td>175.5</td>
<td>944</td>
</tr>
<tr>
<td>QUILTS</td>
<td>633.1</td>
<td>175.5</td>
<td>857</td>
</tr>
<tr>
<td>BMTree</td>
<td>271.5</td>
<td>123.1</td>
<td>569</td>
</tr>
</tbody>
</table>

5 RELATED WORK

Space-Filling Curves. Many SFCs have been developed. C-curve [11] organizes the data points dimension-by-dimension. Z-curve [32–34] and Hilbert curves [11, 12, 25, 26] are widely applied in index design. Despite the success of these SFCs in many applications, they do not consider data distribution and query workload. QUILTS [31] is proposed to consider data distribution and query workload in designing the mapping function of SFCs. All these SFCs, including QUILTS, adopt a single mapping scheme, which may not always be suitable for the whole data space and query workload as illustrated in Section 1. In this paper, we propose the first piecewise SFC, in which we design different mapping functions for different data subspaces by considering both data distribution and query workload. Furthermore, we propose a method based on reinforcement learning to learn SFCs to directly optimize the performance.

Space-Filling Curves based Index Structures. SFCs can be used for indexing multi-dimensional data points with the mapped values, and this is widely adopted by DBMS. SFCs are also essential for recent works on learned multi-dimensional indexes [39, 47, 52]. Specifically, ZM [47] combines a Z-curve with a learned index, namely RMI [14]. RML [39] applies the Hilbert curve together with a learned index structure for spatial data. Pai et al. [35] present preliminary results on the instance-optimal Z-index based on the Z-curve that adapts to the data and workload. SFC-based indexes can also be applied for data skipping [40, 45, 50], which aims to partition and organize data into data pages such that querying algorithms only access pages that are relevant to a query. SFC-based approach [30] maps a multidimensional data point to a scalar value based on a SFC, and then uses the B+ Tree or range-partitioned key value store (e.g., H-base) for partitioning and organizing data.

Analysis on Space-Filling Curves. There are studies [23–26, 31, 49] that evaluate SFCs. Mokbel et al. [23–25] discuss the characteristics of good SFCs. Moon et al. [26] propose clustering number, which represents the number of disk seeks during query processing. Xu et al. [49] prove that the Hilbert curve is a preferable SFC with a low clustering number. Nishimura et al. [31] propose cohesion cost, which evaluates how good SFCs could cluster data.

Reinforcement Learning for building trees. Our method of generating SFC is based on reinforcement learning techniques [3, 10, 46, 48]. There are several recent studies [9, 20, 50] on applying the RL techniques to generate tree structures. Yang et al. [50] construct the Qd-tree for partitioning data into blocks on storage with Proximal Policy Optimization (PPO) networks [42]. Gu et al. [9] propose to utilize RL to construct the R-tree for answering spatial queries [32, 36], and Neucuts [20] constructs a decision tree based on the RL agent. These RL designs are not suitable for our task of learning piecewise SFCs and our design of RL models is based on MCTS and is different from the designs in these studies.

6 CONCLUSION

In this paper, we study the Space-Filling Curve Design problem and propose constructing piecewise SFCs that adopt different mapping schemes for different data subspaces. Specifically, we propose the BMTree for maintaining multiple bit merging patterns, in which every path corresponds to a BMP. We further propose to construct the BMTree in a data-driven manner via reinforcement learning. We conduct extensive experiments on both synthetic and real datasets with different query workloads. The results verify that our piecewise SFCs are consistently superior over existing SFCs, especially when data or (and) queries have a certain degree of skewness.
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